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Currently there is great interest in the use of organic materials as the active
component in opto-electronic devices such as field-effect transistors, light-emitting
diodes, solar cells and in nanoscale molecular electronics. Device performance is to
a large extent determined by the mobility of charge carriers, which strongly
depends on material morphology. Therefore, a fundamental understanding of the
relation between the mechanism of charge transport and chemical composition
and supramolecular organization of the active organic material is essential for
improvement of device performance. Self-assembling materials are of specific
interest, since they have the potential to form well defined structures in which
molecular ordering facilitates efficient charge transport. This review gives an
overview of theoretical models that can be used to describe the mobility of charge
carriers, including band theory for structurally ordered materials, tight-binding
models for weakly disordered systems and hopping models for localized charges in
strongly disordered materials. It is discussed how the charge transport parameters
needed in these models; i.e. charge transfer integrals, site energies and
reorganization energies, can be obtained from quantum chemical calculations.
Illustrative examples of application of the theoretical methods to charge transport
in self-assembling materials are discussed: columns of discotic molecules, stacks of
oligo(phenylene-vinylene) molecules and strands of DNA base pairs. It is argued
that the mobility of charge carriers along stacks of triphenylene and oligo(phe-
nylene-vinylene) molecules can be significantly enhanced by improvement of
molecular organization. According to calculations, the mobility of charge carriers
along DNA strands is strongly limited by the large charge induced structural
reorganization of the nucleobases and the surrounding water.

Keywords: charge carrier mobility; discotic molecules; DNA; organic semicon-
ductors; self-assembling systems; theory
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1. Introduction

Organic semiconductors are promising materials for use as the active layer in opto-

electronic devices1–3 such as field-effect transistors (FET),3–6 light-emitting diodes

(LEDs)3,7 and photovoltaic cells.2,3,8–15 Most organic semiconductors are based on

�-conjugated molecules, ranging in size from small molecules to polymers.16 Important

advantages of using organic materials rather than inorganic semiconductors are the

relatively low production and processing costs, their flexibility and a low weight. Organic

semiconductors can often be processed from solution, using techniques such as spin

coating or ink-jet printing. This makes them considerably cheaper to process than

inorganic semiconductors, for which high temperatures and ultraclean high-vacuum

conditions are necessary. The low cost, together with the low weight and flexibility

opens the way to the production of cheap flexible disposable electronics such as smart

radio-frequency identity tags to mark products in shops or luggage at airports.17,18

Organic FETs, LEDs and solar cells will lead to new applications including flexible

displays or solar panels, with the active organic component possibly being deposited

as paint.
Another important advantage of using organic materials is that their properties, such

as their colour or the ionization potential (work function), can be tailored by variations in

the molecular structure; e.g. changing the degree of conjugation in the polymer or by

introduction of electronically active substituents.19,20 The organization of the individual

molecules on a supramolecular level is also known to have a pronounced effect on the

opto-electronic properties of the material in the solid state.21 Stacking of �-conjugated
molecules has important consequences for the absorption spectrum of the material and

often the fluorescence efficiency is very different in the solid than for the same molecule in

solution.21
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In devices such as FETs, LEDs and photovoltaic cells, charges need to move between

the electrodes and, consequently, the mobility of charge carriers is one of the key

parameters that determines device performance. The charge carrier mobility, �, determines

the drift-speed, vd, of charges when an external electric field, E0, is applied, according to

vd ¼ �E0: ð1Þ

Typical electrode distances in devices are tens to hundreds of nanometres. Hence,

charge transport in devices invariably involves transfer between a large number of

molecules. A high rate of charge transport between molecules in the material is thus

essential to achieve good device characteristics. Improved ordering of organic

semiconductors on a molecular scale can significantly enhance the electronic interactions

between molecular units, which in turn leads to a higher charge carrier mobility. The

highest charge carrier mobilities from DC current measurements on devices (FETs) are

generally obtained for highly ordered aromatic molecular crystals.22 Some examples of

chemical structures of the molecules in these crystals are shown in Figure 1.
The oligoacenes tetracene and pentacene are among the most studied organic

semiconductors and very high charge carrier mobilities have been reported. The mobility

values for tetracene and pentacene have gradually increased over the last two decades with

Figure 1. Examples of conjugated molecules that form highly ordered molecular crystals when
deposited from vacuum.
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the highest reported values to date being23,24 2.4 cm2V�1 s�1 and25 35 cm2V�1 s�1,

respectively. The reason for the increasing mobility over the years is the improved purity of

the materials. Even though the single crystalline materials are inherently very pure, the

presence of trace amounts of impurities has a detrimental effect on the mobility measured

in FET devices.25 Rubrene is a tetracene derivative that has received a great deal of

attention recently, since a very high mobility26,27 (20 cm2V�1 s�1) has been measured for

crystals of this material. For the other materials shown in Figure 1 mobilities between 0.1

and 1 cm2V�1 s�1 have been measured.28–31

Although the materials that form molecular crystals shown in Figure 1 exhibit very

high charge carrier mobilities, they are not very attractive candidates for large-scale

application because they have similar cost-disadvantages as inorganic semiconductors;

they need to be prepared by vacuum evaporation. There has been some work on organic

single-crystal transistors that can be processed from solution, but charge carrier mobilities

as high as those in pentacene have not been reached for these crystals.22 The growth of

crystals from solution generally does not lead to homogeneous single-crystalline layers,

leading to inferior charge transport properties compared to single crystal devices. For

these reasons there is a considerable interest in the design of organic materials that can be

processed from solution, while retaining high charge carrier mobilities.
Substituted conjugated polymers are organic semiconductors that can be processed

from solution; e.g. by spin coating32 or ink-jet printing.33,34 Some examples are shown in

Figure 2. For these materials the charge carrier mobilities that are measured in devices are

generally several orders of magnitude lower than those for the single crystal materials

discussed above. The low mobilities are mostly due to the structural disorder in these

materials, which leads to energetic disorder and poor electronic coupling between

neighbouring chains. The effect of structural organization on the charge transport

properties is nicely illustrated by mobilities measured in transistors using poly-

3-hexylthiophene (P3HT) as the active layer. The mobility of charges in P3HT was

found to depend strongly on the positioning of the hexyl side chains on the backbone.

Figure 2. Examples of substituted conjugated polymers.
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A regular substitution pattern leads to an ordered lamellar structure. The mobility in

transistors based on highly ordered P3HT was found to be as high as35 0.1 cm2V�1 s�1,
which is the highest value reported for polymer-based devices. A similar dependence of the

charge carrier mobility on the supramolecular order induced by alkyl side chains has been

reported for poly(phenylene-vinylene).36

Apart from the improved order on a supramolecular level, the intrachain organization
is also known to have a pronounced effect on transport of charges. This was shown

recently by microwave conductivity measurements of the intrachain mobility of charges
along isolated ladder-type poly-p-phenylene (Me-LPPP) chains. Me-LPPP consists of

linked phenyl units that are kept in a planar conformation by bridging carbon atoms (see

Figure 2). For this polymer an intrachain mobility of 600 cm2V�1 s�1 was derived,37 which
is of the same order of magnitude as values found in inorganic semiconductors. The value

of 600 cm2V�1 s�1 is �20 times higher than the largest value reported for molecular

crystals25 (35 cm2V�1 s�1). This can be understood by considering the magnitude of the
charge transfer integrals (also termed bandwidth integral or electronic coupling)38 in these

systems. The charge transfer integral for intramolecular charge transport along phenyl

based polymer chains is of the order of 0.5 eV, whereas in organic molecular crystals it is
close to 0.1 eV. The mobility increases with the magnitude of the charge transfer integral.

Therefore the mobility along Me-LPPP chains can be expected to be higher than for
organic molecular crystals. Even though the mobility values in molecular crystals are the

highest found in organic materials, a significant increase of the mobility could be achieved

by realization of a molecular arrangement for which the charge transfer integral is higher.
In most organic crystals the molecules are either packed in a herring-bone type of structure

(tetracene, pentacene, sexithiophene) or very displaced structure (rubrene) with little direct

interaction between the �-systems of neighbouring molecules.39,40 This leads to relatively
small charge transfer integrals between neighbouring molecules. It is clear that there is

considerable room for improvement of the charge transfer integrals by optimization of the
structure on a supramolecular level, even for molecular crystals.

A natural strategy to control the ordering in a material on the molecular scale is to take

advantage of molecular self-assembly.41–44 In this approach, molecular building blocks

self-organize into complex, relatively well-defined structures through intermolecular
interactions such as aromatic �-stacking and hydrogen bonding. Widely studied self-

organizing organic materials for opto-electronic applications are liquid-crystalline

materials; see Figure 3 for some examples. Some of the molecules for which crystals are
produced from the gas phase can be converted into liquid crystalline materials. Examples

are quaterthiophene to which hexyl chains are attached to the outer thiophene rings45,46

and phthalocyanine with alkyl chains attached.47,48 The latter is an example of a whole

class of materials called discotic liquid crystalline materials that have been studied

extensively for opto-electronic applications.49–56 Discotic molecules consist of a disc-like
planar aromatic core with aliphatic side chains attached to it. These molecules are known

to self-assemble into columnar structures forming stacks of the aromatic cores that are

isolated from each other by the surrounding mantle of alkyl or alkoxy chains, (see
Figure 4). The overlapping �-orbitals in the stack of aromatic cores provide one-

dimensional pathways for charge transport. A wide variety of aromatic cores have been

considered, ranging from relatively small triphenylenes to hexabenzocoronenes and even
larger cores that resemble graphite layers.52 Other discotic molecules are porphyrins and
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phthalocyanines of which the unsubstituted molecule forms molecular crystals. As

described in Section 4.1 mobilities of charge carriers in a variety of discotic liquid

crystalline materials were obtained from AC conductivity,50 time-of-flight (TOF)53 and

transistor measurements.57,58 The highest mobilities reported for discotic materials are

close to 1 cm2V�1 s�1 for derivatives of hexabenzocoronene.59,60 An interesting property

of discotic materials is the existence of a liquid crystalline phase. In this phase the aliphatic

side are relatively free to move, while the columnar structure is maintained. In most cases

the transition to this liquid crystalline phase leads to a lower charge carrier mobility than

in the crystalline phase, most likely due to an enhanced degree of structural disorder. This

shows that charge transport properties of these materials are very sensitive to subtle

changes in the supramolecular order.
The way in which discotic materials self-assemble in solids is rather difficult to predict

since aromatic interactions that favour �-stacking do not have a very specific

Figure 3. Examples of conjugated molecules that exhibit liquid crystalline phases.
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directionality. A high directionality of interactions can be achieved by using units that
form hydrogen bonds. An example of this is shown in Figure 4. In this structure three
discotic triphenylene molecules are connected to a trisamide unit.61 These triphenylene
trimers can form �-stacked structures in which hydrogen bonds are formed between the
trisamides and the triphenylene units are stacked on top of each other with a very small
twist angle between neighbouring discs. It was shown recently that this leads to a charge
carrier mobility that is roughly five times higher than found for the material based on the
individual triphenylene molecules.61 Another example of the use of hydrogen bonding
units to influence the supramolecular organization is shown in Figure 5. It has been shown
that the orientation of oligothiophenes with respect to each other can be changed from a
herring bone structure to a parallel displaced organization by attaching urea units that can
form hydrogen bonds.62

Many of the self-assembly motifs used in the field of supramolecular chemistry find
their inspiration in nature where molecular self-assembly is the basis of the large functional
structures in living organisms. Examples of these self-assembled structures are the
secondary and tertiary structure of proteins, the organization of chlorophylls in light-
harvesting complexes, and the �-stacked structure of DNA that is held in place by
hydrogen bonds between the nucleobases in the opposite strands. As discussed in
Section 4.2 self-assembled stacks of hydrogen bonded dimers of oligo(phenylene-vinylene)
molecules in solution can provide a pathway for charge transport. The mobility of charge
carriers along stacks of two dimensional oligo(phenylene-vinylene) molecules is discussed
in Section 4.3.

Figure 4. Three triphenylene (HAT6) connected to a central hydrogen-bonding unit. The hydrogen
bonding leads to a structure that exhibits a higher charge carrier mobility compared to HAT6
without the hydrogen bonding units.
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Charge transport along DNA has been studied extensively over the last two
decades.63–65 The possibility of electrical conductivity in DNA was put forward for the
first time by Eley and Spivey in 1962,66 briefly after Watson and Crick described the
double helical structure.67 Eley and Spivey noted that the stack of aromatic base pairs in
the interior of the helix shows a striking resemblance to the stacking found in one-
dimensional molecular crystals. There are also important differences between DNA and
these materials. Natural DNA consists of a non-periodic stack of different nucleobases.
This leads to energy variations along the stack that are much larger than for aromatic
crystals and discotic materials, where all molecules are the same. Moreover, the structure
of DNA in its natural aqueous environment is inherently flexible, and structural variations
can be expected to influence the efficiency of charge transport to a large extent. The
mechanism of charge migration through DNA attracts a great deal of interest because of
relevance to oxidative strand cleavage, to the development of nanoelectronics, biosensor
devices, and electrochemical sequencing techniques. Experimental and theoretical results

Figure 5. Bithiophene substituted with two urea units. Hydrogen bonding between the urea groups
leads to highly ordered structures in the solid.
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obtained so far refer to the motion of positive charges (holes) rather than to the migration

of excess electrons. For recent reviews on charge transport through DNA, see, e.g.64,65,68

The organic materials discussed above can be considered as wide band gap

semiconductors with a typical band gap of a few eV. The electronic structure of organic

semiconductors is illustrated in Figure 6. When two molecules come close together their

orbitals start to interact. When only the highest occupied molecular orbitals (HOMOs) are

considered this leads to the formation of two new energy levels with an energy splitting

that is close to twice the charge transfer integral between the two HOMOs. For the lowest

unoccupied molecular orbitals (LUMOs) an analogous splitting occurs. When an infinite

number of molecules are brought together in a regular structure (i.e. a molecular crystal),

the HOMOs (LUMOs) on the different molecules interact to form continuous bands of

energy levels. At zero temperature the band formed by the HOMOs, the valence band, is

completely filled with electrons, while the conduction band that is formed from the

LUMOs is empty. In organic materials the gap between the valence and conduction band

is much larger than the thermal energy at room temperature. Therefore, electrons are

hardly excited thermally from the valence to the conduction band and organic materials

behave as insulators. Organic materials can become conducting by adding dopants, by

injection of charges from electrodes or by photoexcitation of an electron from the valence

to the conduction band. The formation of valence and conduction bands that are

delocalized through the whole material requires a periodic structure, which may to a large

extent be realized in molecular crystals. However, in more disordered materials such as

discotics and conjugated polymers electronic bands are usually not formed and a

distribution of discrete energy levels localized on one or a few molecular units exists (see

Figure 6). The two models sketched here are extreme cases and the actual nature

of electronic states depends strongly on the supramolecular order in the material.

Figure 6. Schematic representation of the energy levels in a dimer of two conjugated molecules (A),
bands in an ordered system (B), and discrete levels in a disordered molecular material (C). It is
assumed that the spatial overlap integral, S, is zero so that the orbiatal splitting in a dimer is twice
the charge transfer integral; i.e. 2J.
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As discussed in the material morphology at the molecular level also determines the
parameters important for charge transport, including the charge transfer integral, site
energy disorder and reorganization energy.

In the Section 2 different theoretical frameworks for charge transport are discussed.
In Section 3 methods to calculate parameters of relevance to charge transport are
described. In Section 4 the factors governing the mobility of charge carriers in some
examples of self-organizing materials are discussed on basis of concepts and models
introduced in Section 2.

2. Theory of charge carrier mobility

2.1. Definition of charge carrier mobility

The current density due to charge carriers with number density nmoving in an electric field
is given by

j tð Þ ¼ e n vd tð Þ: ð2Þ

In Equation (2) e is the elementary charge and vd tð Þ is the mean drift velocity of
charge carriers at time t, which is superimposed on their stochastic diffusive motion.
The time-dependence in Equation (2) accounts for the possible oscillating behaviour of the
electric field. Under common circumstances the oscillation frequency is sufficiently low, so
that the wavelength of the associated electromagnetic field largely exceeds the spatial
extent of the charge carriers. In this so-called local limit the dipole approximation can be
made, which implies setting the wave vector of the electromagnetic field equal to zero,69,70

so that the AC electric field can be written as

E tð Þ ¼ E0 cos !tð Þ ð3Þ

with E0 the electric field strength and ! the radial frequency. For sufficiently small electric
field strength the limit of linear response is valid and the drift velocity of the charge
carriers is given by

vd tð Þ ¼ �0 !ð ÞE0 cos !tð Þ þ �
00 !ð ÞE0 sin !tð Þ: ð4Þ

The first term on the right-hand side of Equation (4) is the velocity component of the
charge carriers in-phase with the oscillating electric field. The in-phase velocity is
proportional to the real part, �0(!), of the complex mobility. The second term on the right-
hand side of Equation (4) is the out-of-phase velocity component, which is proportional to
the imaginary part, �00(!), of the mobility. Note that the out-of-phase component of the
velocity vanishes at zero frequency (DC limit: !¼ 0). At non-zero frequency (! 6¼ 0) the
velocity component in-phase with the electric field causes the charge carriers to absorb
power from the AC field, leading to attenuation of the field strength. The out-of-phase
component of the charge carrier drift velocity corresponds to a polarizability of the
medium and causes a reduction of the propagation speed of the electromagnetic waves
associated with the AC field. This leads to a phase shift of the AC field after having
traversed the conducting medium. The complex mobility is related to the complex
conductivity according to

� ¼ en�: ð5Þ
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The mobility of charge carriers in solids with a periodic structure is often described in

terms of the semiclassical Boltzmann transport equation.2,69–71 More rigorous approaches

start from a quantum mechanical transport theory.71–74 The linear response formalism due

to Kubo provides a general starting point for a semiclassical or a fully quantum

mechanical description of the mobility.72,75–77 For charge carriers at thermal equilibrium

moving in an electric field along the x-direction the complex mobility is according to

Kubo’s formula given by

�ð!Þ ¼
e

kBT

Z 1
0

vxðtÞvxð0Þ
� �

e�i!t dt ¼ �
e!2

2kBT

Z 1
0

xðtÞ � x 0ð Þð Þ
2

� �
e�i!t dt ð6Þ

with kB boltzmann’s constant and T the temperature. An implicit convergence factor

e�"t (lim "! 0) is understood in the integral.75,76,78 In Equation (6) vx is the

component of the thermal velocity of a charge carrier along the x-direction; i.e. the

velocity in absence of an electric field. On application of an electric field the drift

velocity in Equation (4) is superimposed on the thermal velocity vx in Equation (6).

The mean square displacement along the x-direction in Equation (6) corresponds to the

thermal diffusive motion of the charges in absence of an electric field. The brackets, h i,

imply averaging over a large number of charge carriers at thermal equilibrium. Note,

that for isotropic systems the velocity autocorrelation function in Equation (6) can be

written as hvx(t)vx(0)i¼ hv(t)v(0)i/d with v the total velocity and d¼ 1, 2, 3 the

dimensionality of the system. Similarly one can write hðxðtÞ � x 0ð ÞÞi2 ¼ hjr tð Þ � r 0ð Þj2i=d
with r the total displacement vector.

Calculation of the charge carrier mobility on basis of Equation (6) involves evaluation

of the average velocity autocorrelation function, or averaging the square displacement for

all charge carriers contributing to the conductivity. This averaging involves taking the

contribution of all (quantum) states of the charge carriers, weighted with their occupation

probability. The charge carrier states can be obtained from the Hamiltonian of the system,

which is given by79–81

H ¼ He þHph þHe�ph: ð7Þ

In Equation (7) He is the pure electronic Hamiltonian and Hph is the bare phonon

Hamiltonian. The Hamiltonian He�ph describes interactions between electrons and

phonons, associated with dynamic structural fluctuations in the material. Such

fluctuations may correspond to vibrations of the nuclei within a molecular unit or to

motions of entire molecular units.
For molecular materials the tight-binding method is an appropriate starting point to

describe electron states as a superposition of states j’�s i that are localized on the molecular

units s.2,71,79,80 The total wavefunction of a charge carrier coupled to phonons can then be

written in the general form82

��j i ¼
X
s

C�s ’
�
s

�� �
��s
�� �
�
X
s

C�s s, �j i ð8Þ

with C�s the expansion coefficient of the state js, �i, which describes a charge localized at

molecular unit s, and with the index � labelling the dynamic (phonons) and static
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structural fluctuations. The phonons are described by the states, j��s i, associated with a

charge at site s. Calculation of the mobility with Equation (6) involves averaging over the

density distribution of the charge � ¼
P

� P�j��ih��j, with P� the population of the state

with index �.
In the case of normal Gaussian diffusion the mean square displacement of a charge

eventually increases linearly with time, according to

r tð Þ � r 0ð Þ
�� ��2D E

¼ 2 dDt ð9Þ

with D the diffusion constant. Substitution of Equation (9) into Equation (6) gives the

Einstein relation for the mobility

� ¼
e

kBT
D: ð10Þ

The mobility in Equation (10) is frequency independent and the imaginary component is

zero. It should be noted that structural defects in a material can lead to barriers for charge

transport. In that case charge transport is dispersive and the mean square displacement

increases sublinearly with time, so that the mobility is no longer given by Equation (10).

Barriers cause the mobility to be frequency dependent and to consist of non-zero real and

imaginary components. Measurements of the frequency dependent real and imaginary

components of the AC mobility can provide information about the effects of barriers to

charge transport and on the ultimate mobility that can be achieved in absence of

barriers.37,83–88 Time-resolved microwave83 and terahertz89 conductivity techniques are

very suitable to determine the frequency dependent complex mobility.
For one-dimensional rod-shaped systems, such as columns of �-stacked molecules or

linear polymer chains, the measured mobility of charge carriers depends on the orientation

of the rods with respect to the direction of the electric field. For rods that are aligned

parallel to the field direction the mobility, �||, of charges moving along the rod is given by

Equation (6), with vx the velocity along the rod. In the absence of charge transport

between different rods the measured mobility is zero for a perpendicular arrangement of

the rods with respect to the field direction. For rods at polar angle � with respect to the

field, the component of the charge velocity along the field direction decreases by a factor

cos(�) and according to Equation (6). The measured mobility then reduces by a factor

cos2(�). Hence, for an isotropic distribution of rods the average measured mobility is

equal to � ¼ ð
R �
0 cos2ð�Þd cosð�Þ=

R �
0 d cosð�ÞÞ�jj ¼ ð1=3Þ�jj.

2.2. Band model for delocalized charges in ordered materials

In case charge carriers only interact weakly with the nuclear lattice a zero-order adiabatic

description invoking the Born–Oppenheimer approximation is appropriate. For a

structurally ordered material with a periodic structure the electronic states take the

form of Bloch functions.71,90 In the case of molecular materials the tight-binding model

provides a proper description of the electronic states, which can be expressed as2,71,80

�k rð Þ
�� �

¼ fN
X
s

exp ik � rsð Þ ’ r� rsð Þ
�� �

: ð11Þ
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In Equation (11) k is the wave vector of the charge carrier and j’ðr� rsÞi � j’si is an
electronic state localized at the molecular unit with position vector rs and fN is the
normalization constant. Note, that the states j’si may depend on the wave vector k.91

However, for excess electrons with energies near the bottom of the conduction band or
excess positive charges (holes) near the top of the valence band, this k dependence is
usually negligible. In that case the lowest unoccupied molecular orbitals (LUMOs) or the
highest occupied molecular orbitals (HOMOs) can provide an appropriate representation
of the states j’si for excess electrons or holes, respectively.

In the adiabatic (or Born–Oppenheimer) approximation the electron–phonon
interaction is neglected and the Hamiltonian of a charge carrier can be written as

Hel ¼
X
s

"sa
þ
s as þ

X
s, s0 6¼s

Js, s0a
þ
s as0 ð12Þ

with aþs and as the creation and annihilation operators of a charge at molecular unit s. The
site energy is the energy of a charge carrier when it is localized on a molecular unit and is
given by the diagonal Hamiltonian matrix element "s ¼ h’sjHelj’si � ", with the last
equality being valid since all sites are identical for a periodic structure. The off-diagonal
matrix elements of the Hamiltonian Js, s0 ¼ h’sjHelj’s0 i are the so-called charge transfer
integrals (also referred to as electronic coupling, bandwidth or hopping integral). The
charge transfer integrals determine the rate of charge transfer between the molecular units
and in turn the mobility of charge carriers. Using Equations (11) and (12) implies that
Coulomb interactions between different excess charges are neglected, which is valid for low
charge carrier density. However, interactions of an excess electron (or hole) in the
conduction (or valence) band with other bound electrons in the system is included via the
values of the site energies and charge transfer integrals, together with the Coulomb
interactions with the nuclei. For reasons of clarity the band energies are now considered
for a one-dimensional structure of molecular units with mutual spacing a. Due to the
localized nature of the molecular states it is a good approximation to only take charge
transfer integrals between nearest neighbours into account; i.e. s0 ¼ s� 1 in Equation (12).
The spatial overlap, Ss, sþ1 ¼ h’sj’sþ1i, between electronic states on adjacent molecular
units can be substantial and must therefore be taken into account,81,82,92,93 in contrast to
common use in the literature. For ordered periodic systems as considered in this section all
site energies, charge transfer integrals and spatial overlap integrals are identical and the
subscripts indicating the site indices can be omitted. The band energies obtained from
Equations (11) and (12) are then given by

Ek ¼
�kh jHel �kj i

�k j �kh i
¼
"þ 2J0 cos kað Þ � 2J00 sin kað Þ

1þ 2S0 cos kað Þ � 2S00 sin kað Þ
ð13Þ

for the general case in which the nearest-neighbour charge transfer integral J ¼ J0 þ iJ00

(i2 ¼ �1) and the spatial overlap integral S ¼ S0 þ iS00can be complex numbers.93

Equation (13) was derived for the one-dimensional case. In two- or three-dimensional
systems additional terms containing charge transfer and overlap integrals for the other
dimensions appear in the numerator and denominator, analogous to those in
Equation (13). Usually the spatial overlap is sufficiently small so that 1= 1þ Sð Þ � 1� S.
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Using this approximation and neglecting terms containing the product of S and J,

Equation (13) can be written as

Ek ¼ "þ 2 J0 � S"ð Þ cos kað Þ � 2 J00 � S00"ð Þ sin kað Þ

� "þ 2J0eff cos kað Þ � 2J00eff sin kað Þ ð14Þ

with the effective (or generalized) charge transfer integral defined as38,82

Jeff
� �

s, s0
¼ Js, s0 � Ss, s0

"s þ "s0

2

� �
: ð15Þ

The expressions in Equation (14) shows that the effect of the spatial overlap between

localized electronic states on adjacent molecular units has been accounted for by using

effective charge transfer integrals. When effective charge transfer integrals are used, the

spatial overlap no longer needs to be taken into account explicitly.
The results for the band energies and the Bloch states considered above do not include

effects of scattering of charge carriers due to interactions with phonons or static lattice

imperfections. In a band-like description, as considered in this section, scattering events

are treated as small perturbations, leading to transitions between Bloch states with

different k vectors, or equivalently, with different velocity. Scattering causes the velocity

autocorrelation function in the Kubo formula for the mobility [Equation (6)] to decay

during time. In case scattering does not depend on the magnitude and the direction of the

velocity (isotropic scattering), or when scattering is elastic, the relaxation time

approximation is applicable and the velocity autocorrelation function decays exponen-

tially according to69,94,95

vx tð Þvx
� �

¼ v2x
� �

exp
�t

�

� �
: ð16Þ

Insertion of Equation (16) into the Kubo formula Equation (6) yields for the

mobility

� ¼
e

kBT
v2x
� � �

1þ i!�
ð17Þ

which for a constant electric field (!¼ 0) reduces to the DC mobility

�DC ¼
e

kBT
v2x
� �

�: ð18Þ

2.2.1. Wide band materials

In case the width of the energy band in Equation (14), or equivalently the magnitude of the

effective charge transfer integral, is much larger than thermal energy, kBT, excess electrons

will occupy states near the bottom of the conduction band, while holes will be close to the

top of the valence band. Near these band extrema (which occur at wave vector k0 for which
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tanðk0aÞ ¼ �J
00
eff=J

0
eff) the energies in Equation (14) can be approximated by a second order

Taylor expansion with respect to k, giving

Ek ¼
�h2 k� k0ð Þ

2

2m*
¼

1

2
m*v2 ð19Þ

with the effective mass of the charge carrier

m* ¼ �h2
d2E

dk2

� 	
k¼k0

 !�1
¼

�h2

2a2 Jeff
�� �� ð20Þ

and the velocity v ¼ �h�1ðdE=dkÞ ¼ �hðk� k0Þ=m*.
For isotropic two- or three-dimensional systems the results are identical to those in

Equations (19) and (20) with k the total magnitude of the wave vector of the charge carrier.

For the molecular materials considered the effective mass of excess electrons and holes is

usually comparable, so that the Fermi level is near the middle of the band gap, which

largely exceeds thermal energy, kBT.
2 Hence, the distribution of charge carriers over

different energies can be described using Boltzmann statistics, yielding

v2x
� �
¼

kBT

m*
: ð21Þ

Insertion of Equation (21) into Equations (17) and (18) yields for the mobility

� ¼
e

m*

�

1þ !2�2
� i

e

m*

!�2

1þ !2�2
ð22Þ

and the DC mobility

�DC ¼
e

m*
� ¼

2ea2 Jeff
�� ��

�h2
�: ð23Þ

The result in Equation (22) is of the Drude form69,94 with the free electron mass replaced

by the effective mass of the charges. In Equation (16) the scattering time � was assumed to

be independent of the magnitude of the velocity of the charge carrier. If the dependence of

the scattering time on charge velocity is taken into account the DC mobility can be

calculated using the energy weighted scattering time �� ¼ hE�ðEÞi=hEi ¼R
�ðEÞEd=2fðEÞdE=

R
Ed=2fðEÞdE with f(E) the Fermi–Dirac distribution function and

d¼ 1, 2, 3 the dimensionality of the system.2,95

Note, that the Drude type expression for the mobility in Equations (22) and (23) is only

valid in case the energy of the charge carriers depends quadratically on their velocity

according to Equation (19) and scattering causes the velocity autocorrelation function to

decay exponentially as in Equation (16). These conditions are not fulfilled when charge

carriers undergo strong interactions with phonons or scattering on structural imperfec-

tions. This restricts the applicability of the Drude type mobility to structurally ordered

systems in which charge carriers only undergo weak scattering. Weak scattering means

that the width, W ¼ 4 Jeff
�� ��, of the energy band in Equation (14) largely exceeds the energy

uncertainty, �E, due to scattering induced mixing of Bloch states with different wave

vector k;2,80 i.e. W� �E > �h=�, or � � �h=W. For the band-like model discussed above
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combination of the latter condition with Equations (20) and (23) yields the following lower

limit to the mobility

� >
ea2

2�h
: ð24Þ

In �-stacked molecular materials and conjugated polymers the typical distance, a,

between molecular units is 0.35 nm. According to Equation (24) a mobility exceeding

1 cm2V�1 s�1 is a necessary (but not sufficient) condition for the band model to be valid.

With the exception of oligoacene molecular crystals typical charge carrier mobilities in

organic materials are lower than 1 cm2V�1 s�1 and the band model is not valid. However,

the band model may be appropriate to describe the high intrachain charge carrier mobility

of 600 cm2V�1 s�1, measured for structurally ordered planar ladder-type Me-LPPP chains

in dilute solution.37 High intrachain charge carrier mobilities of a few tens of cm2V�1 s�1

have also been found for MEH-PPV82,85 and a derivative of polyfluorene in dilute

solution.96 However, the non-periodic structure due to torsional disorder and chain coiling

for MEH-PPV and polyfluorene in solution, do not allow to apply the band model to these

materials. In solid Me-LPPP, interchain interactions lead to a non-periodic structure and

consequently the band model cannot be applied, despite the high intrachain charge carrier

mobility of84 30 cm2V�1 s�1. For the non-periodic polymer chains the models described in

Section 2.3 have been found appropriate.82,85,96

The electron–phonon scattering time in Equations (22) and (23) decreases with

temperature, which leads to a reduction of the mobility. In addition, electron–phonon

interactions can lead to a narrowing of the bandwidth, which is due to a renormalization

of the charge transfer integral with a factor that is determined by the magnitude of the

electron–phonon coupling.97–100 This effect enhances the effective mass of the charge

carrier and leads to a thermally deactivated mobility for temperatures below the Debye

temperature. At higher temperatures the enhanced structural fluctuations can lead to a

transition from band like charge transport to thermally activated hopping. Recent

theoretical studies on effects of temperature on bandwidths and in turn the mobility of

charge carriers in oligoacene crystals have been reported in references.101–103

The mobility decreases with the frequency ! of the electric field. At low frequencies the

charge carriers undergo many scattering events during an oscillation period of the electric

field and their velocity is in-phase with the field. As a result the imaginary component of

the mobility is small. At higher frequencies the ballistic regime is reached in which the

velocity of the charges becomes out-of-phase with the electric field. In this regime the

imaginary component of the mobility dominates over the real component. The frequency

dependence of the Drude type mobility discussed above is a result of the relaxation time

approximation in Equation (16), which implies that the velocity of charge carriers

randomizes after a scattering event. Extensions of the Drude model to cases in which the

original velocity of charge carriers is at least in part retained after a scattering event are

discussed in104 and references therein.

2.2.2. Narrow band materials

In case the bandwidth is small compared to thermal energy, kBT, charge carriers will be

close to uniformly distributed over all Bloch states in the energy band. Hence, the mean
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square velocity in Equations (17) and (18) can now be evaluated to a good approximation

by averaging over all wave vectors k in the first Brillouin zone. Using vx ¼ �h�1dE=dk
together with Equation (14) and averaging over k yields for the mobility

� ¼
e

kBT

2a2

�h2
Jeff
�� ��2�: ð25Þ

As discussed in Section 2.2.1 the band model is valid in the limit of weak scattering, so that

� > �hð4jJeffjÞ, which implies that

� >
ea2

2kBT �h
Jeff
�� ��: ð26Þ

For jJeffj ¼ kBT (i.e. the narrow band limit for which thermal energy is comparable with

the band width) and a¼ 0.35 nm the condition in Equation (26) yields that the band model

may be appropriate only in case the mobility is higher than 1 cm2V�1 s�1; which is the

same value as found for wide band materials discussed in Section 2.2.1.

2.3. Tight-binding models for delocalized charges in weakly disordered materials

Molecular organic materials such as conjugated polymers and self-assembling �-stacked
systems usually exhibit significant structural disorder. Disorder can be due to static and

dynamic fluctuations of the molecular geometry and the mutual arrangement of molecules.

In addition, chemical defects and impurities will affect charge motion. In the presence of

such disorder, scattering of charge carriers on structural or chemical defects can no longer

be treated as a small perturbation and the band-like description of Section 2.2 is no longer

appropriate. A description of charge carrier motion now proceeds from the complete

Hamiltonian in Equation (7), which takes into account interactions between the electron

and dynamic structural fluctuations (phonons) and static defects.
To calculate the mobility of charge carriers the mean square displacement in

Equation (6) is evaluated by using the Heisenberg representation for the time-dependent

position operator; i.e. x tð Þ ¼ eiHt=�hx e�iHt=�h.105 Using Equation (8) for the wavefunction of

the system, it is found that82

xðtÞ � xð Þ
2

� �
¼ Tr xðtÞ � xð Þ

2�

 �

¼
X
�

P� ��h j xðtÞ � xð Þ
2 ��j i

¼
X
�, �00

X
s, s0, s00

P�C
�
s C�s0
� �*

a2 s00ð Þ
2
�s00 sþ s0ð Þ

h i
s0, �
� ��eiHt=�h s00, �00

�� �
s00, �00
� ��e�iHt=�h s, �j i

þ
X
�

X
s

P�C
�
s C�s
� �*

a2s2: ð27Þ

The factor hs00, �00je�iHt=�hjs, �i in Equation (27) is the coefficient of the state js00, �00i at time t,

of a charge that was initially (t¼ 0) in the state js, �i, localized at molecular unit s.

Analogously, the factor hs0, �jeiHt=�hjs00, �00i is the complex conjugate of the coefficient of

js00, �00i for a charge initially localized at s0 in the state js0, �i. Hence, these coefficients

correspond to charge migration from different initial sites to a common final site. The

summation over � in Equation (27) leads to averaging of the products of the coefficients

for these different paths over realizations of molecular systems with distinct static and
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dynamic structural fluctuations. The different structural conformations and fluctuations

will cause the phase of these expansion coefficients to vary from one system to another. As

a consequence averaging over � will cause the contribution of terms for which s 6¼ s0 in

Equation (27) to vanish on a timescale referred to as the dephasing (or decoherence) time.

This dephasing time is determined by the amplitude and frequency of the fluctuations. The

vanishing of the average of the cross-product terms with s 6¼ s0 in Equation (27) is

analogous to the relaxation of the off-diagonal elements of the density matrix (in terms of

localized states) of a particle moving under the influence of stochastic fluctuations due to

interactions with a heat bath.79,106–108 In summary, due to the effects of structural

fluctuations, the terms in Equation (27) for which s 6¼ s0 can often, to a good

approximation, be neglected. In that case Equation (27) reduces to

xðtÞ � xð Þ
2

� �
¼
X
�, �00

X
s, s00

P� C
�
s

�� ��2a2 s00 � sð Þ
2
s00, �00
� ��e�iHt=�h s, �j i
�� ��2: ð28Þ

Equation (28) describes the mean square displacement of charges that are initially localized

at site s, which migrate during a time interval t to other sites s00 with a probability equal to

ps00, s ¼ s00, �00
� ��e�iHt=�h s, �j i
�� ��2: ð29Þ

Evaluation of the mean square displacement in Equation (28) with the full Hamiltonian in

Equation (7) with a quantum mechanical description of the phonons is impractical. The

nuclear motions affecting charge transport are often sufficiently slow so that they can, to a

good approximation, be treated classically, e.g. by molecular dynamics simulations.

Dynamic fluctuations can then be taken into account via a time-dependence of the site

energies and the charge transfer integrals.79,109–119 Static structural fluctuations and

defects lead to a variation of the site energies and charge transfer integrals from one

molecular unit to another. In this case the Hamiltonian of the charge can be written as

Hk tð Þ ¼
X
s

"�s tð Þaþs as þ
X
s

X
s0¼s�1

J�s, s0 tð Þa
þ
s as0 : ð30Þ

The time-propagation of the nuclear coordinates is described by the classical equations of

motion with a potential that is in part determined by the distribution of the charge in the

system; i.e. by the wavefunction j��i in Equation (8). The mean square displacement in

Equation (28) is obtained by propagation of wavefunctions, which are initially localized at

a single site s; i.e.

 � t; sð Þ
�� �

¼
X
s00

c�s00 t; sð Þ ’
�
s00

�� �
ð31Þ

with the initial condition c�s00 t ¼ 0; sð Þ ¼ 1 for s00 ¼ s and zero for all other sites. Note that

the wavefunctions defined in Equation (31) are distinct from the wavefunctions j��i in

Equation (8), which are stationary states describing the charged molecular wires. The

time-dependent coefficients c�s00 ðt; sÞ ¼ h’
�
s00 je
�iH�

q
ðtÞt=�h
j’�s i can be obtained numerically by

integration of the first-order differential equations that follow from the time-dependent

Schrödinger equation. The time-dependence of the effective Hamiltonian in

Equation (30) can be taken into account by using the time-dependent self-consistent

field (TDSCF) method.82,120 As follows from Equations (28) and (31), the mean square
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displacement can now be obtained from the time-dependent expansion coefficients

c�s00 ðt; sÞ according to

x tð Þ � xð Þ
2

� �
¼

X
s00, s

fðsÞa2ðs00 � sÞ2 cs00 ðt; sÞ
�� ��2* +

: ð32Þ

The brackets at the right-hand side indicate averaging over different realizations of the

structural fluctuations (denoted by the index � above) and f(s) denotes the equilibrium

charge density at site s. Hybrid numerical quantum-classical methodologies as outlined
above have been used to describe charge transport in conjugated polymers,82,85,96,

112–116,121,122 organic molecular crystals119 and DNA123–127 with inclusion of static and/or

dynamic structural fluctuations.
For special cases analytical results have been provided for the mean square

displacement of excitons or charges moving in a one-dimensional system with fluctuating

site energies and charge transfer integrals. The charge carrier is described in terms of the

density matrix, which propagates during time according to the stochastic Liouville
equation

@� tð Þ

@t
¼ �

i

�h
Hel, � tð Þ½ � � R� tð Þ, ð33Þ

with Hel the pure electronic Hamiltonian in Equation (7) and R the Redfield relaxation

operator, which takes into account the average effects of structural fluctuations on the

motion of the charge carrier.79,108,128 In the so-called site representation the matrix
elements of the density operator are given by �̂ss0 ¼ h’sj�j’s0 i ¼ h’sj ih j’s0 i with j i
the initial state of the charge carrier and j’si a state localized at molecular unit s. The

Redfield operator corresponds with a tetradic relaxation matrix often referred to as the

Redfield relaxation tensor. The first term in Equation (33) describes coherent charge
carrier motion in absence of fluctuations. The second term containing the Redfield

operator accounts for incoherent transitions of the charge carrier between different

molecular units (population transfer) and decay of the off-diagonal elements of the

density matrix (dephasing or decoherence). Dephasing causes charge carrier motion to
become diffusive.

An analytical expression for the mean square displacement has been provided for the

case of white-noise-like uncorrelated fluctuations in the site energies, �"sðtÞ, and nearest-

neighbour charge transfer integrals, �Js, s0 ðtÞ, in Equation (30), so that "sðtÞ ¼ "þ �"sðtÞ and
Js, s0 ðtÞ ¼ ðJþ �Js, s0 ðtÞÞ�s, s0�1, with �s, s0�1 the Kronecker delta.106,129 The fluctuations have

zero mean value and are real. The second moments of the fluctuations have the form

�"s tð Þ�"s0 t
0ð Þ

� �
¼ 2	0 �h� t� t0ð Þ�s, s0 ð34Þ

�Js tð Þ�Js0 t
0ð Þ

� �
¼ 2	1 �h� t� t0ð Þ�s, s0 , ð35Þ

with � t� t0ð Þ the Dirac �-function. Equation (34) describes dynamic diagonal disorder,

which leads to non-zero off-diagonal matrix elements of R� in Equation (33) only; i.e.

ðR�Þs, s0 ¼ �2ð	0=�hÞ�s, s0 ð1� �s, s0 Þ. Equation (35) describes off-diagonal dynamic disorder

and gives rise to both non-zero diagonal and off-diagonal matrix elements of R�. For
dynamic disorder as defined by Equations (34) and (35) an analytical expression for the
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mean square displacement has been provided.106 Substitution of this result into

Equation (6) yields for the frequency dependent mobility

� ¼
ea2

kBT

2	1
�h
þ
2J2

�h2
�

1þ !2�2
� i

!�2

1þ !2�2

� � �
ð36Þ

with the DC mobility for !¼ 0 given by

�DC ¼
ea2

kBT

2	1
�h
þ

J2

�h 	0 þ 3	1ð Þ

� �
ð37Þ

and � ¼ �hð2ð	0 þ 3	1ÞÞ. Note that effects of non-zero spatial overlap can be taken into

account by using the effective charge transfer integral defined in Equation (15) rather

than J in Equations (36) and (37). The first term between square brackets in

Equations (36) and (37) is due to fluctuations in the charge transfer integrals and is

referred to as the incoherent part. Even in case of vanishing J the mobility is non-

zero, due to this incoherent part. The second term between square brackets in

Equations (36) and (37) is the coherent part, which describes band motion that is

hindered by fluctuations in the site energies and charge transfer integrals. The

coherent part vanishes as J! 0.
The frequency dependent factor between curly brackets in Equation (36) has the

Drude form (cf. Equation (22)). In the absence of fluctuations in the charge transfer

integrals (	1 ¼ 0) the mobility vanishes at high frequency. However, for non-zero

incoherent part (	1 6¼ 0) the real component of the mobility in Equation (36) does not

vanish at high frequency, in contrast to the Drude type mobility. Equations (36)

and (37) were obtained for very short correlation time between the fluctuations.

Correlations between fluctuations have been taken into account by replacing the

Dirac �-function in Equations (34) and (35) with an exponential function

(�ðtÞ ! ��1c expð�t=�cÞ), which is important if J�c=�h is not a small quantity.130–133 The

latter has been used in a theoretical study of the charge carrier mobility in a columnar

�-stacked triphenylene derivative.131

In the presence of static structural defects which hinder charge transport, the mobility

will usually increase with frequency and become constant at higher frequency. This is due

to the fact that at low frequencies the charges must overcome the barriers caused by the

static defects in order to follow the oscillating electric field. At higher frequencies the

charges do not encounter the static defects during a period of the oscillating electric field

and the mobility varies with frequency due to dynamic fluctuations [e.g. according to

Equation (36)]. The frequency dependence of the mobility of charge carriers performing

normal Gaussian diffusive motion between infinitely high barriers has been treated

theoretically in Refs.37,134,135

The temperature dependence of the mobility of charge carriers in systems with

both static and dynamic disorder and weak electron–phonon coupling is not

straightforward. An increase of the temperature will usually lead to fluctuations in

the site energies, which reduces the mobility. On the other hand, at elevated

temperature enhanced structural fluctuations may lead to smaller and/or larger values

of the charge transfer integrals. The net effect of these fluctuations on the mobility
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depends on the details of the system. In terms of Equation (37) an increase of 	1 with

temperature will lead to a decrease of the mobility as it is mainly determined by the

coherent part [second term between square brackets in Equation (37)]. However, for

high 	1the incoherent part can become dominant and then the mobility increases with

	1 and temperature.

2.4. Hopping models for localized charges in strongly disordered materials

In a material with static structural disorder the mutual arrangement of molecular units

varies from one site to another. The different local environment for each molecular unit

causes the polarization energy and consequently the site energy in Equation (30) to exhibit

static disorder. In addition, variations in the mutual orientation of adjacent molecular

units leads to static disorder in the charge transfer integrals. If the disorder in the site

energy exceeds the values of the charge transfer integrals the charge carrier becomes

localized and charge transport occurs by hopping between the molecular units. Two

extreme different modes for hopping transport can be distinguished, either (1) phonon-

assisted hopping without polaronic effects or (2) polaronic hopping of a charge carrier,

which carries along a lattice deformation around itself.99 In mode (2) the charge carrier

relaxes energetically by inducing a geometrical distortion to form a so-called small

polaron. For recent reviews on theoretical modelling of charge transport by hopping in

molecular organic materials, see references.81,136,137

Hopping in the absence of polaronic effects is usually treated in terms of Miller–

Abrahams hopping,71,138–140 which is a special case of the more general Holstein–Emin

equation.99,141 The Miller–Abrahams hopping rate is valid for hopping steps upward or

downward in energy by absorption or emission of a single acoustic phonon at

temperatures well below the Debye temperature. The Miller–Abrahams rate for hopping

from an initial site i with energy "i to a final site f with energy "f is usually expressed as

wif ¼ w0 exp �2
Rif

� � exp � "f � "i
� �

=kBT
� �

"f > "i

1 "f 	 "i

" #
: ð38Þ

With w0 a pre-factor which is proportional to the square of the magnitude of the

charge transfer integral, Rif the distance between the initial and final sites and 
 a

decay factor, which takes into account the decay of the charge transfer integral with

distance. Note that effects of the mutual arrangement of molecular units on the charge

transfer integral other than the distance Rif are not included in the expression for

Miller–Abrahams rate in Equation (38). Hopping steps upward in energy are thermally

activated, since such steps require availability of a phonon to be absorbed. Downward

steps involve emission of a phonon and are temperature independent. As discussed

by Mott the hopping rate is determined by a competition between the two expo-

nential factors in Equation (38).142 At a small distance the first exponential factor in

Equation (38) is large, but the chance of finding sites that are close in energy is small.

Hence, the rate of hopping between sites at larger distance that are closer in energy to

that of the initial site can be higher than for hopping between nearest neighbours. This

gives rise to so-called variable range hopping in which the charge carrier makes hops

between sites for which the rate is highest. The pre-factor w0 depends on the difference
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in site energies and the variation of the charge transfer integral from site to site,
which are commonly ignored in modelling studies of charge transport based on
Miller–Abrahams hopping. Reasoning from first principles, the applicability of the
Miller–Abrahams hopping rate to organic materials is questionable, since it is restricted
to charge hopping associated with single acoustic phonon transitions only and it
neglects polaronic effects. The Miller–Abrahams rate should merely be considered as a
phenomenological expression for the hopping rate.

In the presence of a charge induced lattice deformation the hopping rate of a charge
carrier can be described by the Marcus or small polaron theory.97,105,108,143,144 In this
theory it is assumed that the charge carrier couples with harmonic nuclear vibrations. The
coupling is taken into account as a linear change of the site energy with one or more
(normal) vibrational coordinates. The presence of a charge at a molecular unit leads to a
change of the equilibrium value of the vibrational coordinates. The energy needed to make
a transition from the equilibrium geometry for the charge at the initial site to the
equilibrium geometry for the charge at the final site (while the charge remains at the initial
site) is the reorganization energy �, see Section 3. The precise form of the expression for
the polaron hopping rate depends on the frequencies of the nuclear vibrations, which are
coupled to the charge carrier. Details of the derivation from a general expression for the
polaron hopping rate to formulations for different temperature regimes have been
provided by Jortner and Bixon145,146 and Schatz and Ratner.105 The discrete high-
frequency vibrational modes are characterized by a single high frequency (intramolecular)
vibrational mode with frequency !0. The low frequency (medium or intermolecular) modes
are represented by a single frequency !m. In the low temperature limit, kBT
 �h!m 
 �h!c,
the polaronic hopping rate is then given by145,146

wif ¼
2� Jif
�� ��2
�h

exp �Sm � Scð Þ

�h!m

Xnmax

n¼0

Sp nð Þ
m Sn

c

p nð Þ!n!½ �
ð39Þ

with p nð Þ ¼ Nintðð"f � "i þ n �h!cÞ=�h!mÞ and Nint(x) the integer closest to x. The Huang–
Rhys factors for low- and high-frequency modes are given by Sm ¼ �m=�h!m and
Sc ¼ �c=�h!m, respectively, with �m and �c the reorganization energies. The first factor in
Equation (39), 2�jJifj

2=�h, is an electronic tunnelling term for charge transfer from the
initial to the final site. The second factor accounts for the squared Franck–Condon
overlap between the vibrational wavefunctions of the initial and final states, weighted
by the density of final states. Note that the rate in Equation (39) is independent of
temperature. In the high temperature limit, kBT� �h!c � �h!m, the classical result
originally derived by Marcus143 is obtained145,146

wif ¼
2� Jif
�� ��2
�h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4��kBT

r
exp �

"f � "i þ �
� �2

4�kBT

 !
ð40Þ

with the total reorganization energy � ¼ �m þ �c. The high temperature limit is often not
strictly valid for molecular organic materials, since the charge may couple with high-
frequency modes, due to e.g. intramolecular stretch vibrations, with vibrational quanta of
the order of tenths of an eV, which largely exceeds kBT. Often the energy of the
intramolecular vibrational quanta exceeds the thermal energy, which is higher than the
energy of the low-frequency modes; i.e. �h!c � kBT� �h!m. In this case a combination of a
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quantum mechanical treatment of the high-frequency mode and a classical description of
the low-frequency mode is appropriate, which yields145,146

wif ¼
2� Jif
�� ��2
�h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4��mkBT

r X1
n¼0

exp �Scð Þ
Sn
c

n!
exp �

"f � "i þ �m þ n �h!c

� �2
4�mkBT

 !
: ð41Þ

Note that the expressions for the hopping rates given above were derived under the
assumption of zero spatial overlap of the initial and final state. The effect of non-zero
spatial overlap can usually to a good approximation be taken into account by using the
effective charge transfer integral for Jif. The polaronic hopping rate in the classical limit
given by Equation (40) is maximum when the energy difference �if ¼ "f � "i ¼ ��. The
rate decreases as �if becomes higher or lower. A decrease of �if for �if < �� leads to a
decrease of the hopping rate. This is the so-called Marcus inverted region. Such a decrease
of the hopping rate for negative �if is completely absent in the Miller–Abrahams model.
At low temperatures the polaronic hopping rates in Equations (40) and (41) will increase
with temperature, since the temperature dependence of the exponential factor dominates.
At higher temperatures the exponential factor becomes close to one and the rate decreases
with temperature due the T�1/2 pre-factor.

In case all site energies and charge transfer integrals in a material are the same the
mobility of charge carriers moving by hopping with a rate w between molecular units at
distance a is equal to

� ¼
e

kBT
wa2: ð42Þ

In a disordered material the hopping rates vary from site to site, due to variations in the
site energies and charge transfer integrals. Consequently, for disordered systems, general
analytical expressions for the mobility based on the hopping rates discussed above cannot
be given. Theoretical evaluation of the individual site energies and mutual arrangements of
different molecular units in a disordered material is a difficult and highly demanding task.
Therefore, the distribution of site energies has often been taken to be a Gaussian function
with a width that is considered as an adjustable parameter to achieve agreement with
experimental results on charge transport. Distributions of site energies that are spatially
uncorrelated147–149 or correlated150,151 have been used. Charge transport in disordered
organic polymers has been described on the basis of Miller–Abrahams hopping rates using
an analytical effective medium approach (EMA),99,152,153 a master-Equation approach,148

or by Monte Carlo computer simulations.147,154–159 The values of w0, Rif and 
 in
Equation (38) for the Miller–Abrahams hopping rate were estimated or treated as
adjustable parameters. Recent theoretical studies of charge transport by polaronic
hopping have incorporated more details of effects of structural fluctuations on charge
transfer integrals and site energies, while reorganization energies were obtained from
quantum chemical calculations. In recent years computational studies of polaronic
hopping transport have been carried out for a variety of molecular materials, including
oligoacenes,160 polymers,148,158,161,162 �-stacked molecular materials163–165 and DNA.127

Other hopping models involving thermally activated jumps out of potential wells or
over barriers with a Gaussian or exponential distribution of the energies have also been
studied.166–169 Charge transport along columns of �-stacked derivatives of triphenylene
molecules could be successfully described by hopping over barriers.170 It has been pointed
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out that the Einstein relation between mobility and the diffusion coefficient is violated for
hopping in a disordered energy landscape with different site energies, prior to full thermal
relaxation of the charge carriers.171 Hopping of charge carriers in an energetic landscape
with different barriers causes the mobility to increase with the oscillation frequency of the
applied electric field.76,154,168 This can be understood as follows: at higher frequency the
charges move for a shorter time, and consequently a shorter distance, during an oscillation
period of the field. Therefore, at higher frequency it is less likely that a charge encounters a
barrier during the oscillation period of the field. This leads to an increase of the mobility
with frequency. At sufficiently high frequency the charges can just move between the
barriers to follow the oscillating field direction and the mobility attains a maximum value.

3. Calculation of parameters involved in charge transport

To perform calculations of the charge carrier mobility on the basis of the models described
in Section 2, the site energies, ", charge transfer integrals, J, and spatial overlap, S,
integrals must be known. In the case of polaronic hopping transport knowledge of the
reorganization energy is also required. To calculate ", J, and S the wavefunctions, ’, in
Equation (8), which describe the charge at the different molecular units in the system, must
be specified. It has been common practice in studies reported in the literature to proceed
from the molecular orbitals for neutral molecular units. This is appropriate if charges are
sufficiently delocalized so that the amount of charge on a molecular unit is so small that
charge induced orbital relaxation can be neglected. However, for strongly localized charge
carriers use of orbitals for charged molecular units may be more appropriate.

In what follows, methods to compute ", J, and S on basis of wavefunctions (’) for
neutral molecular units will be considered. The values of J and S for charge transfer
between adjacent molecular units A and B can be obtained by considering a system
consisting of A and B only. Site energies for holes and excess electrons can, to a first
approximation, be taken equal to the ionization energy and the electron affinity of the
molecular units, respectively. However, the site energy at a particular molecular unit A will
be affected by the presence of surrounding molecular units. Hence, to obtain accurate
values of the site energies these surrounding molecular units must be included in the
calculations. As an example, the site energy of a nucleobase in DNA strongly depends on
the nature of neighbouring nucleobases, which in turn leads to a strong sequence
dependence of oxidative damage in DNA.127,172

The charge transfer and spatial overlap integrals are matrix elements involving the
many electron wavefunction describing an excess charge at molecular unit A and the
wavefunction for the charge at unit B. The many electron wavefunction for the neutral
composite system AB can be written as an antisymmetrized product (Slater determi-
nant)173 of the occupied molecular spin orbitals on the molecular units A and B. The
wavefunction ’A describing an excess electron on unit A is obtained by introduction of an
excess electron spin orbital on unit A to the many electron wavefunction of the neutral
system AB. The wavefunction for an excess electron on unit B is obtained analogously.
The excess electron orbital can in a first approximation be taken as the LUMO for the
neutral molecular unit. The many electron wavefunction for a hole on unit A is obtained
by removing a HOMO spin orbital on unit A from the Slater determinant for the neutral
composite system AB. The wavefunction for a hole on unit B is obtained analogously.
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The many electron wavefunctions for an excess charge on units A and B thus differ by one
molecular spin orbital: for excess electrons this difference corresponds to the occupation of
the LUMO on unit A or on unit B, while for holes this is the occupation of a HOMO on
unit A or on unit B. Provided that all molecular spin orbitals other than these LUMO and
HOMO orbitals are orthonormal, the Slater matrix rules173 can be applied to obtain the

matrix elements of the Hamiltonian and the spatial overlap integral. The charge transfer
integral is then equal to the matrix element

JAB ¼ hAjhjBi ð43Þ

with h the Hartree–Fock operator or the Kohn–Sham operator in density functional
theory (DFT) for the composite system AB and A and B the HOMO or LUMO orbitals of
the individual molecular units A en B, respectively. The spatial orbital overlap integral
of the many electron wavefunctions for a charge at units A and B is equal to

SAB ¼ hAjBi: ð44Þ

Analogous to Koopman’s theorem173 the site energy of a charge at molecular unit A can
be calculated as the diagonal matrix element of the h operator for a system consisting of
molecular unit A and all surrounding molecular units that affect the site energy on A; i.e.

"A ¼ hAjhjAi: ð45Þ

The results of Equations (43)–(45) can be used to calculate the effective charge transfer
integral according to Equation (15), which can be used in subsequent calculations in which
the spatial overlap no longer needs to be taken into account, explicitly.

A direct way to obtain the site energies and the charge transfer and overlap integrals is
to first compute the molecular orbitals for individual molecular units with an atomic
orbital basis set. The molecular (not atomic) orbitals obtained for the individual molecular
units should then be used as basis functions in a subsequent electronic structure calculation
on the composite system of two or more molecular units. The matrix elements of the
h-operator in the latter calculation correspond to the site energies and charge transfer
integrals, while the spatial overlap can be obtained in a straightforward manner. It should
be noted that, one can use atomic orbitals in the calculation on the composite system and
subsequently carry out a transformation from the atomic orbital basis to the basis of the
molecular orbitals on the individual molecular units.174 However, this is less convenient

than directly using molecular orbitals as a basis set.
Direct calculation of the matrix elements in Equations (43) to (45) can be realized by

exploiting the unique feature of the Amsterdam Density Functional theory program175

(ADF) that allows one to use molecular orbitals as a basis set in electronic structure
calculations on a system consisting of different molecular units. First the molecular
orbitals for the individual molecular units are calculated with an atomic basis set. These
molecular orbitals are then used as a basis set in a subsequent electronic structure
calculation on a system composed of two or more molecular units. The standard output of
the ADF program then provides the overlap matrix, S, the eigenvector matrix, C, and the
diagonal eigenvalue matrix, E, defined in terms of the molecular orbitals on the molecular
units. The matrix elements of the Kohn–Sham Hamiltonian, h’AjhKSj’Bi, can be readily
obtained from S, C and E, since hKSC¼SCE, and consequently hKS¼SCEC�1. The
‘fragment orbital procedure’ (FO-procedure) described above allows direct calculations of
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the charge transfer integrals, including their signs, without invoking the assumption of

zero spatial overlap. Note that the sign of the site energy and the charge transfer integral

for a description of hole transport is opposite to that of the corresponding matrix elements

of the h-operator involving the electronic orbitals of the missing electron. The ADF

program has been applied to calculate site energies and charge transfer integrals according

to the FO-procedure described above for discotic �-stacked materials,93,163,164,176

conjugated polymers82,85,96,177 and DNA.127,172

Charge transfer integrals have often been calculated using the so-called energy-

splitting-in-dimer (ESD) method in which the charge transfer integral is obtained from the

energetic splitting between the HOMOs or LUMOs in a system consisting of two

molecular units.81,174 For a symmetric dimer consisting of two identical molecular units

and zero spatial overlap the charge transfer integral is equal to half the HOMO or LUMO

splitting (provided the HOMO and LUMO on one molecule only couples with the

corresponding orbital on the other molecule). In the case of non-zero spatial overlap the

orbital splitting in a symmetric dimer is approximately equal to the effective charge

transfer integral in Equation (15).81,93 In a non-symmetric dimer (hetero-dimer) the site

energies of the two molecular units differ from each other and the (effective) charge

transfer integral can no longer be directly obtained from the orbital splitting in the dimer

only. In such a case approximate site energies can be obtained from a calculation of the

orbital energies for an individual molecule in the field of the other molecule, with the latter

being represented by point charges.81,92 The effective charge transfer integral is then

calculated from these site energies and the orbital splitting in the hetero-dimer. Another

method that has been applied to obtain the effective charge transfer integrals for

nucleobases in DNA involves application of an external electric field to bring the site

energies of different molecular units into resonance.178–181 Compared with the methods

based on the orbital splitting in a dimer, the FO-procedure carried out with the ADF

program has several advantages. The FO-procedure is more direct and exact and it can

also be used for hetero-dimers (or larger systems) in which orbitals on one molecular unit

interact with different orbital on another unit.93 This occurs for instance for triphenylenes

and hexabenzocoronenes for which the HOMO’s and LUMO’s are twofold degener-

ate.93,163 Note, that the value of the calculated charge transfer integral may depend on the

method (Hartree–Fock, DFT) used for the electronic structure calculations. Charge

transfer integrals calculated with DFT and Perdew–Wang functionals were found to agree

better with experimental bandwidths for some organic molecules and graphite than

Hartree–Fock.174

The reorganization energy, �, in Equations (40) and (41) is in general due to charge

induced structural rearrangement of the molecular unit containing the charge and due to

reorganization of the surrounding medium.105,182 These two contributions are referred to

as the internal and external reorganization energy, respectively. The reorganization energy

for charge transfer from an initial site to a final site is the energy needed for rearrangement

of the nuclei from the equilibrium geometry for the charge at the initial site to the

equilibrium geometry for the charge at the final site, with the charge remaining localized at

the initial site. The reorganization energy can be expressed as183

� ¼ Eqðg0Þ � EqðgqÞ

 �

þ E0ðgqÞ � E0ðg0Þ

 �

ð46Þ
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where Eqðg0Þ is the energy of the system with an excess charge q ¼ �1, while the nuclear
geometry (g0) corresponds to that for the neutral system at equilibrium, etc. For the
internal reorganization energy for hole (electron) transfer the term Eqðg0Þcorresponds to
the energy of a cation (anion) with the equilibrium geometry of a neutral molecular unit.
The other terms in Equation (46) are defined analogously. Internal reorganization energies
can be obtained from Hartree–Fock, DFT or Mller–Plesset perturbation theory.173

The reorganization energy often depends significantly on the theoretical method used. For
oligoacene molecules the Hartree–Fock method has been found to overestimate charge
induced structural deformations and reorganization energies.184 A localized excess charge
in a molecular organic solid will mainly cause a distortion of the molecular unit at which it
resides, while structural reorganization of the environment will be relatively small. In such
a case the reorganization energy can to a good approximation to be taken equal to the
internal reorganization energy.

Site energies and charge transfer integrals usually depend strongly on the mutual
arrangement of the molecular units in a material. Therefore, accurate information on
the arrangement and dynamics of the molecular units is essential. Such information
can be obtained theoretically from molecular mechanics and molecular dynamics
simulations.163,165

4. Discussion of experimental results

4.1. Discotic materials

As discussed in Section 1, liquid crystalline discotic materials consist of molecules with a
flat aromatic central core and flexible peripheral side chains (see Figure 4). Discotic
molecules can self-organize by stacking on top of each other, so that columnar aggregates
are formed. The electronic �-orbitals on adjacent molecules within a column overlap and
in this way a one-dimensional pathway for charge transport is realized along the column.
Within the class of columnar liquid crystalline discotic materials, triphenylene derivatives
are one of the most studied materials, with respect to both structural and charge
transporting properties.53,185–188 The focus of this section is on triphenylene derivatives. At
lower temperatures triphenylene derivatives exhibit a crystalline phase, with a relatively
high degree of structural order. On increasing the temperature (typically a few tens of
degrees K above room temperature) one or more liquid crystalline phases are encountered
in which the aliphatic side chain substituents exhibit liquid-like fluctuations. At higher
temperatures an isotropic liquid phase is reached where the columnar order has
disappeared. Experimental189–196 and theoretical197–199 studies on the structure of liquid
crystalline triphenylene derivatives have revealed that the average intracolumnar stacking
distance is close to 3.5 Å, while the twist angle is between 45 and 60 degrees. The values are
averages and it is important to realize that structural fluctuations in the form of
longitudinal oscillations, twisting motion and lateral slides of the molecules are significant
(see Figure 7).

The mobility of charge carriers in these materials is of particular relevance to their
possible use in opto-electronic device applications.53,186,187 Charge transport along the
columnar direction is facilitated by the electronic coupling between the electronic
�-orbitals on adjacent molecules within the same column. The aromatic cores of the
discotic molecules in different columns are separated by long aliphatic side chain
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substituents, which is unfavourable for charge transport from one column to another.
Indeed the mobility of charge carriers along the columnar direction has been found to be
about three orders of magnitude higher than the mobility for charge transport
perpendicular to the columns.200–202 Experimental mobility values for intracolumnar
charge transport have been obtained from time-of-flight (TOF) measurements,203–215

pulse-radiolysis time-resolved microwave conductivity (PR-TRMC) measure-
ments,50,61,170,216–221 and frequency dependent AC conductivity measurements on doped
samples.201,202,222,223 In earlier TOF studies on triphenylene derivatives only mobile holes
were observed, due to fast scavenging of excess electrons on trace amounts of impurities
such as oxygen.186,215 Indeed, in sufficiently pure samples ambipolar charge transport has
been observed with electron and hole mobilities of comparable magnitude.213–215

Mobilities for holes and electrons in the range 10�3–10�2 cm2V�1 s�1 have been reported
for alkoxy-substituted triphenylenes in the liquid crystalline phase. The disperse
photocurrent transients and frequency dependence of the charge carrier mobility indicate
that structural disorder affects charge transport.170,201,202,222,223 As discussed in
Sections 2.1 and 2.4 a frequency dependence of the charge carrier mobility can be
caused by barriers to charge transport, resulting from structural disorder in the material.
Interestingly, for hexakis-hexylthiotriphenylene (HHTT) in its liquid crystalline phases the
DC mobilities obtained from TOF measurements and the AC mobilities at a microwave
frequency of 30GHz from PR-TRMC measurements are similar. Apparently, for HHTT
disorder plays a much smaller role than for alkoxy-substituted triphenylenes.217 The
reduced effect of disorder for HHTT agrees with the relatively high charge carrier mobility
of 0.1 cm2V�1 s�1 in the liquid crystalline H-phase. In the crystalline K-phase of HHTT
the microwave mobility was found to be as high as 0.3 cm2V�1 s�1.217

For both alkoxy- and alkylthio-substituted triphenylenes the microwave mobility is
highest in the crystalline K-phase. In the K-phase the materials are polycrystalline and
grain boundaries act as barriers for charge transport over longer distances. This hampers
the determination of mobility values from TOF measurements, where charges need to
traverse the entire sample between the electrodes at a distance of typically a few tens of

Figure 7. Schematic representation of columnar stacked triphenylene molecules with disorder in the
form of different twist angles (
), stacking distance (�Z), and lateral slide motion (�X).
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micrometers. The mobility usually decreases abruptly with temperature at the transition to

the liquid crystalline phase. On further heating to the isotropic liquid phase the mobility
values exhibit a further sudden decrease to values below the experimental detection limit.50

The width of the temperature range of the liquid crystalline phase is about 50K.

Measurements over this temperature range on the liquid crystalline phase and
measurements over a comparable range on the crystalline phase have yielded mobility

values that do not vary much with temperature. Different theoretical models have been

applied to explain the almost temperature independent mobility.131,211,224 However,
conclusions based on the lack of a strong temperature dependence over these very limited

ranges should be taken with caution. In this context it is of interest to consider the
combination of DC and AC mobility measurements on a triphenylene dimer, which

exhibits a plastic liquid crystalline phase over a large temperature range between 130K

and 400K. The DC mobility obtained from TOF measurements increases with
temperature over this range by almost four orders of magnitude from

2� 10�6 cm2V�1 s�1 to170 0.01 cm2V�1 s�1. Between room temperature and 410K the

DC mobility was found to be almost constant. This shows that the mobility can be
strongly thermally activated at lower temperatures, while it turns out to be close to

constant at higher temperatures where most triphenylene derivatives exhibit their liquid

crystalline phase. Interestingly, the AC microwave mobility for the triphenylene dimer was
almost temperature independent over the entire range between 170K and 400K. The

temperature dependence of the DC and AC mobilities could be explained with a
phenomenological theoretical model for thermally activated hopping of charges in a

disordered energy landscape with barriers with a mean height of170 0.024 eV.
As discussed in Sections 2 and 3, a theoretical description of the charge carrier mobility

requires information about the charge transport parameters as a function of the
(dynamical) geometric conformation of the molecules in the material. Charge transfer

integrals for hole transport have been estimated from band structure calculations131 and
from the energy-splitting-in-dimer (ESD) method.221,225 As discussed in Section 3, the

latter is only correct for a symmetric dimer system in which the two molecules are

equivalent and for the case of zero spatial overlap between the orbitals on different
molecules. These conditions are not applicable to disordered stacks of triphenylene

derivatives. Therefore charge transfer integrals and site energies have been calculated

according to the FO-procedure described in Section 3. The results of these calculations are
discussed below and details can be found in Ref.93

Charge transport of holes can, to a good approximation, be described on basis of the

HOMO orbitals. The HOMO orbitals of a triphenylene molecule are twofold degenerate.
A perfectly ordered columnar stack of triphenylene molecules with the molecular planes

perpendicular to the stacking axis and the centres of mass on this axis has C3 symmetry.

In this case symmetry adapted linear combinations (SALCs) of the orbitals on the
individual molecules can be made, such that each HOMO on a particular molecule

couples only with one orbital on an adjacent molecule. The charge transfer and spatial

overlap integrals for symmetry adapted HOMOs are complex numbers.93 In case of
structural disorder the C3 symmetry will be broken and each HOMO on one

triphenylene molecule will interact with both HOMOs on an adjacent molecule. In the

calculations on systems consisting of two stacked triphenylene molecules the HOMO in
the dimer was found to be composed of the HOMOs on the individual molecules by
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more than 98%. The description of a positive charge carrier in terms of the HOMOs

only can thus be considered adequate.
Figure 8 shows the dependence on longitudinal displacement (�Z in Figure 7) of the

absolute value of the effective charge transfer integrals, jJeffj in Equation (15), for

methoxy- and methylthio-substituted triphenylenes. The calculations were performed for

the (equilibrium) twist angle of 45 degrees. At this twist angle the charge transfer integral is

highest for methoxy-substituted triphenylene. The variation of the magnitude of the

effective charge transfer integrals with the twist angle (�
 in Figure 7) is shown in Figure 9.

The charge transfer integrals exhibit a large variation with the twist angle with the effect

being strongest for methylthio-substituted triphenylene. This indicates that motion of

charges will be significantly affected by the twist angles in the material. Figure 10 shows

the absolute values of the charge transfer integrals as a function of the lateral slide distance

(�X in Figure 7) for methoxy-substituted triphenylene. The twist angle was taken equal to

Figure 8. Distance dependence of the absolute value of the effective charge transfer integrals for
methoxy- and methylthio-substituted triphenylenes at a twist angle of 45 degrees.

Figure 9. Variation of the absolute value of the effective charge transfer integral with the twist angle
for methoxy- and methylthio-substituted triphenylenes with a stacking distance of 3.5 Å.
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45 degrees. Similar results were found for 60 degrees twist and for methylthio-substituted

triphenylene. For zero lateral slide distance the system has C3 symmetry and consequently
the charge transfer integral involving inequivalent HOMOs on one molecule and the other,

JeffðE,E
*Þ, is equal to zero. As the slide distance increases the charge transfer integral for

equivalent orbitals on adjacent molecules, JeffðE,EÞ, first decreases, then exhibits local
maxima and tends to zero at distances exceeding 8 Å. The charge transfer integral

involving different HOMOs on the two molecules, JeffðE,E*Þ, increases initially and then

decreases. From the results in Figure 10 it can be concluded that lateral displacements of

�8 Å or more will have a large negative effect on the mobility of charge carriers.
In triphenylenes fluctuations of the twist angles and intermolecular distance of the

order of 50 degrees and 1 Å have been estimated.131 The data discussed above shows

that such fluctuations could lead to significant variations of the charge transfer

integrals. In addition, the occurrence of large lateral displacements causes the charge

transfer integral to become small and will have a strong negative effect on the charge
carrier mobility. These fluctuations were also found to lead to variation of the site

energies on the order of 0.1 eV. In addition, internal vibrational modes of the aromatic

core lead to variations of the charge transfer integral and site energy on the order of

0.1 eV.198 Hence, fluctuations of the site energy can exceed the value of the charge
transfer integral. In case the fluctuations occur on a timescale, which is short compared

to charge motion from one molecule to another, the methods in Section 2.3 are

appropriate to describe charge transport with Equations (36) and (37) applicable to the

case of very fast fluctuations. Slower fluctuations can lead to charge localization and
transport via hopping, as discussed in Section 2.4. Realization of structurally ordered

stacks of triphenylenes is expected to have a large positive effect on the charge carrier

mobility. Since the charge transfer integral is higher for smaller twist angle (see

Figure 9) a reduction to values near zero degrees, e.g. by using different substituents,
can further enhance the mobility significantly. A relatively high charge carrier mobility

Figure 10. Dependence of the absolute values of the effective charge transfer integrals on the lateral
slide distance for methoxy-substituted triphenylene molecules with a stacking distance of 3.5 Å and a
twist angle of 45 degrees.
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has indeed been found for H-bond-stabilized triphenylenes with a small mutual twist

angle near 15 degrees.61

Internal reorganization energies for triphenylene derivatives have been calculated at

the DFT level according to Equation (46).163 For alkoxy-substituted triphenylene the
reorganization energies are �þ¼ 0.33 eV for a hole and �–¼ 0.40 eV for an excess electron.

For alkylthio-substituted triphenylene these values are about a factor two smaller; i.e.

�þ¼ 0.16 eV and �–¼ 0.24 eV.
The data in Figures 8–10 show that the effective charge transfer integral has a

magnitude of about 0.1 eV near the equilibrium arrangement of adjacent molecules.

Hence, the reorganization energies mentioned above do not exceed the charge transfer
integral to a very large extent. In particular, taking into consideration that the charge

transfer integral increases for fluctuations of the twist angle to smaller values, it is not

obvious whether or not a small polaron is formed with charge transport taking place via

hopping with a rate given in Equation (39), (40) or (41). Theoretical models for incoherent

hopping163,170,225 or (partially) coherent band like motion131,221,224,226 with effects of

dynamic or static structural fluctuations have been used to describe charge carrier
mobilities in triphenylene derivatives. Until now the mechanism of charge transport in

discotic liquid crystalline materials has not been established.
The mobility of charge carriers would attain a maximum value in the hypothetical

case of perfectly ordered molecular stacks and in the absence of polaronic effects. In

this case the band model of Section 2.2 would be applicable. The charge transfer
integral of 0.1 eV exceeds thermal energy so that triphenylene stacks can then be

considered as one-dimensional wide band gap semiconductors, as described in

Section 2.2.1. According to Equation (20) a charge transfer integral of 0.1 eV

corresponds with an effective mass equal to 3 times the free electron mass. This value

is about one order of magnitude higher than for holes in Si or III-V semiconductors

(e.g. GaAs), for which typical hole mobilities are in the range 100–1000 cm2V�1 s�1.227

Assuming a similar scattering time (of the order of 100 fsec) in ordered triphenylene

stacks and inorganic semiconductors, Equation (23) yields a mobility of

10–100 cm2V�1 s�1 for the former. This estimated mobility for ordered triphenylene

stacks is similar to the experimental values for crystals of oligoacenes such as

pentacene25 and rubrene.26,27 Interestingly, the charge transfer integrals and

reorganization energies for triphenylenes discussed above are similar to those
calculated for oligoacene crystals,228 which suggests that mobilities of 10–

100 cm2V�1 s�1 can indeed be realized for structurally ordered triphenylene stacks.

In case charge transport would occur by polaronic hopping in the classical limit,

Equations (40) and (42) can be used to estimate the mobility. For polaronic hopping

along an ordered stack of triphenylene molecules with identical site energies, a charge
transfer integral of 0.1 eV and a reorganization energy of 0.2 eV, the room

temperature mobility is calculated to be 1 cm2V�1 s�1. This value must be considered

as a lower limit to the mobility along an ordered stack, since it is based on the

assumption that the charge is fully localized on a single molecule, which only holds if

the reorganization energy largely exceeds the charge transfer integral.
The fact that experimental charge carrier mobilities for triphenylene derivatives are

smaller than 1 cm2V�1 s�1 immediately shows that the idealized band and polaronic

hopping models discussed above are not applicable. This is not surprising since for
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realistic samples charge transfer integrals and site energies will vary from one

molecule to another. Effects of static and dynamic disorder on these parameters must

be taken into account, which will lower the calculated mobility. To this end, detailed

information about the material structure and fluctuations thereof is needed. Both

experimental studies and molecular dynamics simulations can contribute to the latter.

The degree to which structural disorder and polaronic effects induce localization of a

charge carrier over one or more molecules must be established. In case charge carriers

do not exhibit a large degree of localization hopping models are inadequate and
charge transport can in principle be described using the general methodology of

Section 2.3.

4.2. Oligo(phenylene-vinylene) stacks

Other interesting examples of self-organizing materials are assemblies of hydrogen-bonded
dimers of phenylene-vinylene oligomers (MOPVn) (see Figure 11). In aliphatic

hydrocarbon solvents these dimers self-assemble into chiral �-stacks that have been

shown to be relatively efficient pathways for exciton transport.229,230 As discussed in

Section 2 the transport efficiency of charges in such stacks critically depends on the charge

transfer integral for neighbouring molecules. Although the aggregates formed are

relatively well ordered, the degree of organization will be considerably less than in

organic molecular crystals.
The charge transport properties of fibres of �-stacked MOPVs have been investigated

by depositing MOPV-stack fibres on a grid of electrodes with a spacing of 100 nm.231

However, no current was measured through these fibres. This raises the question whether

the self-assembled helical structure that is formed in solution is retained when the fibres are

transferred from solution to the substrate. It has been demonstrated that the stacks can be
transferred to a substrate, while preserving their internal organization.232,233 However, it

cannot be ruled out that the organization of the stacks on a substrate differs from that in

solution. Moreover, in a device configuration complications can occur since the charges

have to overcome the injection barriers at the contacts. In order to establish whether these

self-organized �-stacks in solution provide a pathway for efficient charge transport, pulse-

radiolysis time-resolved microwave conductivity experiments have been performed.164 In

these experiments it is possible to measure the mobility of charges on conjugated polymers

Figure 11. Structure of hydrogen bonded dimers of a phenylene-vinylene derivative (MOPV).
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chains or molecular assemblies in solution.234–236 In spite of the relatively high degree of

organization of the �-stacks in solution, the mobility of charge carriers along the

aggregates was found to be only 3� 10�3 cm2V�1 s�1 for holes and 9� 10�3 cm2V�1 s�1

for electrons.164 In order to understand this low mobility, the relation between the

organization on a molecular scale and the parameters that govern the charge transport

properties has to be considered. As discussed in Section 2, two of the parameters that are

of critical importance for determining the efficiency of charge transport are the charge

transfer integral and the reorganization energy.
The effective charge transfer integral, Jeff, between stacked MOPV molecules in the

same strand was found to be much larger than those for transport from one strand to

another.164 Therefore the mobility of charge carriers is determined by transport along one

of the strands in a stack of MOPV dimers. The effective charge transfer integrals were

calculated using the FO-procedure described in Section 3 for the HOMO and LUMO,

which are the relevant orbitals for hole and electron transport, respectively. In Figure 12

the effective charge transfer integral for intrastrand hole transport is plotted for MOPV3

as a function of the twist angle for different stacking distances. The twist angle is defined

as the mutual angle between two stacked dimers where the centre of mass (between the two

hydrogen bonding units) is the centre of rotation. The coupling is maximal for zero twist

angle where the overlap between the molecules is optimal. For all stacking distances Jeff
rapidly decays with increasing twist angle and becomes close to zero for angles larger than

15 degrees.
The internal reorganization energies were calculated using DFT, as discussed in

Section 3. For MOPV3 the internal reorganization energies were found to be 0.20 eV for

the hole and 0.25 eV for the electron. For MOPV4 both reorganization energies were

smaller; 0.16 eV for the hole and 0.20 eV for the electron. The smaller reorganization

energies for MOPV4 reflect the more delocalized nature of the charge on the longer

oligomer. The net charge per phenylene-vinylene unit is smaller for MOPV4 (see also

Figure 12. Dependence of the effective charge transfer integral Jeff on the twist angle for MOPV3
at stacking distances of 3.5, 4.0 and 4.5 Å (from top to bottom).
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Figure 16 for the charge distributions obtained from DFT calculations) and therefore the

geometry deformations induced by the charge are less.
The effective charge transfer integrals and reorganization energies were used to

calculate the charge transfer rate according to Equation (40), where the initial and final site

energies are the same. The mobility of holes and electrons along stacks of MOPV3 and

MOPV4 can then be calculated as a function of the twist angle and the stacking distance

by using Equation (42). The results are shown in Figures 13 and 14 for MOPV3 and

MOPV4, respectively. For zero twist angle a stacking distance of 3.5Å the calculated

mobility of holes is 18 cm2V�1 s�1 for MOPV3 and 32 cm2V�1 s�1 for MOPV4. It is

known from experiments that MOPV dimers self-assemble into a helical geometry with

non-zero twist angle.232 Increasing the twist angle from zero degrees leads to a dramatic

decrease of the charge carrier mobility, which is strongest for holes. According to the

Figure 13. Dependence of the electron and hole mobility on the twist angle in stacks of MOPV3 at
stacking distances of 3.5 Å, 4 Å and 4.5 Å (from top to bottom).

Figure 14. Dependence of the electron and hole mobility on the twist angle in stacks of MOPV4 at
stacking distances of 3.5Å, 4 Å and 4.5 Å (from top to bottom).
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strong decrease of the effective charge transfer integral with increasing distance
(Figure 12), the charge carrier mobilities will also be affected by fluctuations of the
stacking distance.

The stronger dependence of the mobility on the twist angle for the hole, as compared to
that for the electron, can be understood by considering the molecular orbitals relevant for
hole and electron transport. In Figure 15 the HOMO and LUMO orbitals are shown for
MOPV3. The HOMO is located on the phenylene-vinylene part of the molecules with the
highest density towards the end-phenyl unit that is substituted with three alkoxy-chains.
The contribution of atomic orbitals on the hydrogen-bonding unit to the HOMO orbital is
negligible. For the LUMO the situation is reversed; there is hardly any density on the end-
phenyl unit, while there is a substantial density on the hydrogen-bonding unit. These
results are consistent with previous calculations on alkoxy-substituted oligo(phenylene-
vinylene)s where it was found that positive charges tend to localize on phenyl rings
containing alkoxy side chains rather than on unsubstituted phenyl groups.237 The shape of
the HOMO and LUMO orbitals provides a representative picture of the charge
distributions of the positive and negative charge on the MOPV chains. This can be seen
in Figure 16 where the distributions of the positive and negative charge on the phenylene
and vinylene units on the MOPV3 cation and anion is shown. The positive charge is
localized mostly at the end-phenyl group that contains three alkoxy side chains, whereas
the negative charge is mostly localized at the hydrogen-bonding unit. The spatial

Figure 15. HOMO (A) and LUMO (B) orbitals of MOPV3.
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distribution of the charges and of the HOMO and LUMO orbitals provides insight in the

origin of the difference in the angular dependence of the hole and electron mobility. The

hole is localized at the chain ends, far away from the centre of rotation. This causes

the overlap between the HOMO orbitals to decrease rapidly with increasing angle. The

electron is localized close to the centre of rotation at the hydrogen-bonding unit.

Therefore, the overlap decreases slower with increasing angle. Consequently, the hole

mobility for MOPV4 decays faster with increasing angle than for MOPV3, since the

localization site of the hole is further from the rotation centre for MOPV4.
In the mobility calculations discussed above, it was assumed that the stack of MOPV

molecules forms a helical structure with a fixed twist-angle between neighbouring

hydrogen-bonded dimers. However, the stacks will exhibit deviations from such a perfectly

regular structure. In order to examine the effect of structural fluctuations on the charge

carrier mobility, computer simulations of polaron hopping were performed. In the

simulations dynamic fluctuations of the twist angles between neighbouring MOPV dimers

were taken into account. Fluctuations in the twist angles lead to variations of the hopping

rates between neighbouring MOPV4 molecules along the stack. The angles between

neighbouring molecules were evenly distributed between 7 and 17 degrees, a symmetrical

Figure 16. Charge distribution on positively and negatively charged MOPV4. P, V and HB indicate
the phenylene and vinylene units and the hydrogen-bonding unit, respectively.
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interval of angles around the equilibrium angle of 12 degrees, which has been reported in

reference.232 The twisting dynamics of the MOPV dimers in the stacks was described by

rotational diffusion with a rotational diffusion time of 20 ns.164 The time dependence of

the mean square displacement obtained from the simulations is shown in Figure 17. The

diffusion constant, D, of the charge carrier is obtained from the slope of the curves using

Equation (9) and the charge carrier mobility is calculated with the Einstein relation in

Equation (10). The calculated mobility is 0.010 cm2V�1 s�1 for holes and 0.017 cm2V�1 s�1

for electrons. The calculated mobilities for twist angles fluctuating between 7 to 17 degrees

is the same as the mobility for a static stack with inter-unit angles of 17 degrees. This

shows that for these one-dimensional stacks the mobility is limited by the slowest hopping

steps and large twist angles. The calculated mobilties are somewhat higher than the

experimental values (3� 10�3cm2V�1 s�1 for the hole and 9� 10�3 cm2V�1 s�1 for the

electron).164 This is most likely due to the occurrence of additional forms of structural

disorder, which were not included in the simulations of charge transport. For instance,

Figure 17. Calculated mean square displacement of a hole (top) and an electron (bottom) along a
dynamic MOPV4 stack with a stacking distance of 3.5 Å.
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fluctuations of the stacking distance, shifting of the dimers out of the stack and

geometrical distortions of the hydrogen-bonded dimers will affect the charge carrier

mobility.
Based on the calculations discussed above, it can be concluded that the charge carrier

mobility along stacks of MOPV dimers can be significantly enhanced by reduction of the

twist angle. This can possibly be achieved by modifications in the side chains, which reduce

the steric repulsion between them. Alternatively, the introduction of additional functional

groups that for instance enable hydrogen bonding in the �-stacking direction can also

provide a route to supramolecular aggregates with a more ordered structure.

4.3. Two-dimensional phenylene-vinylene stacks

In Section 4.2 the charge transport properties of phenylene-vinylene based materials in

solution were considered. Charge transport in oligo(phenylene-vinylene)s has been

extensively studied in the solid state also, since these materials are of particular interest

for application in LEDs and photovoltaic cells. The charge carrier mobilities in

oligo(phenylene-vinylene)s measured in light emitting diodes is generally very low, on the

order of 10�5 cm2V�1 s�1.238 The main reason for this low mobility is the disordered

structure.Microwave conductivity experiments have given a direct indication that improved

supramolecular order can increase the charge carrier mobility by an order of magnitude.36

A possible approach to achieve improved molecular ordering is the synthesis of

oligomers and polymers that are not restricted to linear structures, such as two-

dimensional conjugated molecules. In such molecules the delocalization of an excess

charge is expected to occur in two dimensions. Recently, a new series of two-dimensional

conjugated phenylene-vinylene oligomers were synthesized, characterized and evaluated

for use in light-emitting diodes.239,240 These phenylene-vinylene oligomers contain a

central phenyl ring, which is substituted with four arms, see Figure 18. The chemical

Figure 18. Chemical structure of a two-dimensional phenylene-vinylene, p-OXA-X.
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structure of the arms can be varied so that these materials are either p- or n-type

semiconductors.239 Due to their X-shape, these phenylene-vinylene oligomers are called

X-mers. Changes in structural symmetry affect the properties of these materials, including

absorption and emission spectra, thermal stability, HOMO/LUMO energy levels,

tendency to crystallize or to form � stacks in films and device characteristics.239,240

According to X-ray characterization of powdered samples these X-shaped molecules form

�-stacks with an intermolecular distance of 3.5 Å. Hence, these materials have the

potential to provide pathways for charge transport along the stacking direction.
In order to gain insight into the charge carrier mobility along these stacks, charge

transport calculations have been performed for the X-mer shown in Figure 18.176 The

charge transfer integrals were calculated for different twist angle around the stacking axis,

using the FO-procedure described in Section 3. In the calculations the central phenyl rings

of the oligomers are superimposed in the stack. This implies that effects of lateral

displacements of the X-mers are neglected.
The internal reorganization energies defined in Equation (46) were found to be 0.15 eV

and 0.14 eV for the hole and the electron, respectively. These values are smaller than the

reorganization energies discussed above for the excess charges on MOPV3 and MOPV4.

The smaller values of the reorganization energies for p-OXA-X are consistent with a

higher degree of delocalization of the charge over the X-mer in comparison with linear

phenylene-vinylenes.
The rate for charge transfer between two p-OXA-X oligomers and the charge

carrier mobility of holes and electrons were calculated from Equations (40) and (42),

using the values of the effective charge transfer integrals and reorganization energies

discussed above. The calculated charge carrier mobility is shown as a function of the

twist angle in Figure 19. The calculated hole mobility for p-OXA-X is 34 cm2V�1 s�1

for a twist angle of zero degrees. Increase of the twist angle leads to a strong

decrease of the mobility. The electron mobility for zero twist angle is slightly higher

than the hole mobility. The electron mobility decreases with the twist angle for angles

up to 60 degrees. Interestingly, the electron mobility exhibits a slight increase at larger

twist angles.

Figure 19. Dependence of the hole and electron mobility on the twist angle for p-OXA-X stacks.

126 F.C. Grozema and L.D.A. Siebbeles

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
5
:
5
4
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



The difference between the angular dependence of the hole and electron mobility for
p-OXA-X can be explained on basis of the spatial distribution of the HOMO and LUMO
orbitals. In Figure 20 the HOMO and LUMO orbitals are shown for p-OXA-X together
with a schematic representation. The HOMO has the highest density on the phenylene-
vinylene arms, while there is hardly any density on the oxadiazole arms. In contrast, for
the LUMO the density is almost evenly distributed over the phenylene-vinylene and
oxadiazole arms. At a twist angle of zero degrees the charge transfer integral for the
HOMOs (LUMOs) of two stacked p-OXA-X oligomers is maximum, due to a strong
overlap of the arms of the same nature, see Figure 20. When one p-OXA-X oligomer is
rotated over 90 degrees around the stacking axis, the phenylene-vinylene arms on which
the positive charge delocalizes have negligible overlap, see Figure 21. As a result, the
charge transfer integral and the hole mobility are close to zero. For the electron mobility
the situation is different. A rotation of 90 degrees of one p-OXA-X oligomer leads to a
situation in which the phenylene-vinylene arms of one X-mer overlap with the arms
containing the oxadiazole unit on the other X-mer. Since the density of the LUMO is
appreciable on both types of arms the charge transfer integral and the electron mobility do
not vanish at 90 degrees.

As discussed above the mobility depends to a large extent on the mutual orientation of
the molecules. In order to gain insight into the twist angle between p-OXA-X oligomers in
a stack, molecular dynamics simulations were performed. It was found from molecular
dynamics simulations that the most favourable conformation occurs at a twist angle of 10
degrees. According to charge transport calculations for a twist angle of 10 degrees and a
stacking distance of 3.5 Å the hole mobility is 4.1 cm2V�1 s�1 and the electron mobility is
8.3 cm2V�1 s�1. These calculations involve ordered static molecular stacks. Dynamic
structural fluctuations will cause the charge transfer integrals to differ from place to place
along the stack. As discussed in Section 4.2 for �-stacked MOPV dimers, the mobility

Figure 20. HOMO and LUMO orbitals for the p-OXA-Xmer (left side) together with the schematic
representation of the HOMO and LUMO orbitals of the p-OXA-X dimer (right side).
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is determined by the slowest hopping steps, which occur at the largest twist angles.

Hence, the mobility of charges on a disordered X-mer stack will be lower than the

values obtained for the equilibrium angle of 10 degrees. According to the calculations high

charge carrier mobilities can be achieved for stacks of X-mers with small mutual twist

angles.

4.4. DNA

The efficiency of charge transport in DNA has been a subject of considerable debate over

the past two decades. As noted in the introduction, the possibility of electrical conductivity

in DNA was put forward for the first time in 1962 by Eley and Spivey who noted the
similarity between the structure of DNA and one-dimensional organic crystals.66 The

interest in charge transfer in DNA took a flight in the early 1990s after a series of papers in

which it was suggested that ultrafast photoinduced charge transfer takes place over large

distances between donors and acceptors that are intercalated in DNA.241–243 These claims

have prompted a wide variety of experimental and theoretical studies into the nature of

charge migration through DNA, which is still a subject of intense research.64,65 Initially,

experiments on charge transfer were mostly interpreted in terms of classical theory for
charge transfer from a donor via an intervening DNA bridge to an acceptor. In this case

the rate of charge transfer depends exponentially on the distance, R, between the donor

and the acceptor,

kCTðRÞ ¼ k0 expð��RÞ ð47Þ

where k0 is a scaling factor and � is the so-called fall-off parameter which determines the

distance dependence. The value of � has often been used to distinguish between different

mechanisms for charge transport through DNA. A small value for � (�0.1 Å�1) indicates a

weak dependence on distance. This can occur when the energy of the charge at the donor is

close to that on the intervening bridge and leads to a considerable charge density on the

bridge during the charge transfer process.124 A large � (�1 Å�1) represents strong distance
dependence, characteristic of a single-step tunnelling process in which the charge does not

actually become localized on the bridge.123,124,127

Figure 21. Schematic representation of the HOMO and LUMO orbitals of the p-OXA-X dimer
explaining the dependence of the charge carrier mobilities on the twist angle.
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Apart from the study of charge transfer through DNA in donor–DNA–acceptor
systems there have also been some direct measurements of charge transport through
DNA molecules positioned between electrodes.244–246 These studies involve measure-
ments of current–voltage characteristics and do not provide information on the value
of the mobility of charges in DNA, since the charge carrier density is unknown. In
order to estimate the charge carrier mobility in DNA theoretically, the charge transport
parameters discussed in Section 3 must be known. The values of the effective charge
transfer integrals between neighbouring nucleobases have been calculated previously
using the FO-procedure described in Section 3 for all possible combinations of
nucleobases.127 In Figure 22 the effective charge transfer integral for intrastrand charge
transfer between guanine (G) and between adenine (A) nucleobases is shown as a
function of the twist angle between neighbouring base pairs. Figure 22 shows that the
value of Jeff is rather small (<0.1 eV) near the equilibrium twist angle of 36 degrees. It
must be noted that fluctuations of the twist angles lead to variations of the charge
transfer integral that exceed the value at the equilibrium angle. The charge transfer
integrals can be used to describe hole transport along poly(dG)�poly(dC) and
poly(dA)�poly(dT) DNA, which consist of only G:C or A:T base pairs, respectively,
with all G or A nucleobases within the same strand. Since the ionization energy of G
and A is much lower than for cytosine (C) and thymine (T) nucleobases, holes will be
almost completely localized on G or A. The mobility of charges along
poly(dG)�poly(dC) and poly(dA)�poly(dT) will be much higher than for DNA
consisting of both G:C and A:T base pairs. This is due to the fact that for
poly(dG)�poly(dC) and poly(dA)�poly(dT) all base pairs, and consequently the site
energies, are identical. By contrast, in natural DNA or other sequences containing both
G:C and A:T base pairs charge transport occurs via different nucleobases and the
variation of the site energies reduces the mobility of holes.

The calculated internal reorganization energy for the DNA nucleobases is close to
0.5 eV.178 If charge transport in DNA takes place in its natural aqueous environment
the external reorganization energy, resulting from reorientation of water molecules
around the charge, must also be taken into account. The external or solvent

Figure 22. Twist angle dependence of the effective charge transfer integrals for adjacent G and A
nucleobases in poly(dG)�poly(dC) and poly(dA)�poly(dT) DNA.
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reorganization energy has been estimated to be 0.69 eV.247 Combining these two values
gives and estimate of the total reorganization energy larger than 1 eV; i.e. more than an
order of magnitude larger than the effective charge transfer integral. This value of the
reorganization energy agrees very well with the value that needed to be invoked
to theoretically reproduce experimental values of absolute rates of charge transfer
through DNA.127

Using the calculated charge transfer integrals and the estimated reorganization energy
of 1 eV, the mobility of a hole along poly(dG)�poly(dC) and poly(dA)�poly(dT) was
calculated using Equation (42) with the polaronic hopping rate in Equation (40). Disorder
in the form of twisting of base pairs, and consequently fluctuations of the charge transfer
integrals, was taken into account in these calculations.127 For a reorganization energy
equal to 1 eV the mobility of holes is calculated to be 10�4 cm2V�1 s�1 and
2� 10�5 cm2V�1 s�1 for stacks poly(dG)�poly(dC) and poly(dA)�poly(dT), respectively.
A slightly different value of the total reorganization energy equal to 0.63 eV must be used
to reproduce the mobility of 9� 10�4 cm2V�1 s�1 for holes on poly(dA)�poly(dT), as
reported in reference248. More accurate calculations of the mobility require knowledge of
the reorganization energy for the specific sequences studied in experiments on the
conductance of DNA. Nevertheless the estimated mobility values given above are orders
of magnitude smaller than the mobility values of charges in the �-stacked systems
discussed in Sections 4.1–4.3. This is mainly due to the much higher reorganization energy
for DNA. However, the estimated mobility values for poly(dG)�poly(dC) and
poly(dA)�poly(dT) are comparable to those found for structurally disordered polymers
in opto-electronic devices.

5. Conclusions

An overview of theoretical frameworks to describe the mobility of charge carriers in
organic molecular materials has been discussed. The results of theoretical calculations were
used to obtain insights into the factors that govern the mobility of charge carriers along
stacks of triphenylene or oligo(phenylene-vinylene) molecules and along DNA strands.
Calculated charge transfer integrals and site energies strongly depend on the mutual
arrangement of adjacent molecules. Hence, details of the structural organization and
dynamics at the molecular level are needed for a quantitative theoretical description of
experimental mobility values. For favourable mutual arrangement of triphenylene or
oligo(phenylene-vinylene) molecules the calculated charge transfer integrals and reorga-
nization energies are comparable to those for organic molecular crystals such as pentacene.
This suggests that a charge carrier mobility well above 1 cm2V�1 s�1, which is typical for
organic crystals, can also be achieved for stacks of triphenylenes and oligo(phenylene-
vinylene) with suitable structural order. According to calculations the mobility of charge
carriers along DNA strands is strongly limited by a high reorganization energy, which
largely exceeds the charge transfer integrals.
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137F. Laquai, G. Wegner and H. Bässler, Phil. Trans. Roy. Soc. 365, 1473 (2007).
138A. Miller and E. Abrahams, Phys. Rev. 120, 745 (1960).
139N.F. Mott, Proc. Roy. Soc. (London) A126, 259 (1930).
140B.I. Shklovskii and A.L. Efros, Electronic Properties of Doped Semiconductors (Springer-Verlag,

Berlin, 1984).
141D. Emin, Phys. Rev. Lett. 32, 303 (1974).
142N.F. Mott and E.A. Davis, Electronic Processes in Non-Crystalline Materials (Clarendon Press,

Oxford, 1979).
143R.A. Marcus, Ann. Rev. Phys. Chem. 15, 155 (1964).
144D. Emin, Adv. Phys. 24, 305 (1975).
145J. Jortner, J. Chem. Phys. 64, 4860 (1976).

134 F.C. Grozema and L.D.A. Siebbeles

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
5
:
5
4
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



146J. Bixon and J. Jortner, in Advances in Chemical Physics edited by I. Prigogine and S.A. Rice
(Wiley, New York, 1999).
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